Convective Snowbands Downstream of the Rocky Mountains in an Environment with Conditional, Dry Symmetric, and Inertial Instabilities
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ABSTRACT
Convective snowbands moved slowly over Wyoming and northern Colorado on 16–17 February 2007 and produced up to 71 mm (2.8 in.) of snow that was unpredicted by operational numerical weather prediction models and human forecasters. The northwest–southeast-oriented bands lasted for over 6 h, comprising both a single major band (more than 30 km wide) and multiple minor bands (about 10 km wide). The convective bands initiated within the ascending branch of a secondary circulation associated with both near-surface and elevated frontogenesis, but the bands remained nearly stationary while the near-surface frontogenesis moved quickly equatorward. The bands occurred downstream of complex terrain on the anticyclonic-shear side of a midlevel jet streak, where conditional, dry symmetric (negative potential vorticity), and inertial (negative absolute vorticity) instabilities were present.

To determine the mechanisms responsible for the development and organization of these bands, simulations using a convection-permitting numerical model are conducted. In contrast to the operational models, these simulations are able to produce convective bands in the same area and at about the same time as that observed. The simulated bands occurred in an environment with a nearly well-mixed, baroclinic boundary layer, positive convective available potential energy, and widespread negative potential vorticity. Individual bands initiated on the low-momentum side of vorticity banners downstream of mountains, and in association with frontogenetical ascent along two baroclinic zones. In addition, ascent caused by both frontogenesis and banded moist convection produced additional narrow regions of negative vorticity by transporting low-momentum air upward and creating strong horizontal gradients in wind speed. This event is similar to other observed instances of banded convection in the western United States on the anticyclonic-shear side of strong mid- and upper-tropospheric jets in environments lacking large-scale saturation. In contrast, these events differ from previously published banded precipitation events in the comma head of extratropical cyclones and downstream of mountains where large-scale saturation is present.

1. Introduction

On 16–17 February 2007, northwest–southeast-oriented convective bands developed on the plains of Colorado, Wyoming, and Nebraska (Fig. 1). Around 1600 UTC (0900 LST; LST = UTC − 7 h), a convective band initiated along an equatorward-moving surface cold front in eastern Wyoming and the Nebraska Panhandle, producing
lightning, small hail, and snow pellets in eastern Wyoming (not shown). By 1715 UTC, several new, narrow convective bands had also joined the original wider band (Figs. 1a and 1b). These narrow bands moved southward and consolidated, and by 2015 UTC, the primary convective band extended from the Colorado–Wyoming border southeastward onto the plains and the Colorado–Kansas border (Fig. 1c). This primary band had a width of approximately 30 km (Figs. 1d and 1f) and a length of over 500 km, and it remained nearly stationary (Figs. 1c and 1e) until it began weakening after about 0200 UTC (not shown). Numerous other narrow convective bands were apparent in radar and satellite imagery in Wyoming, Colorado, South Dakota, and western Nebraska (Figs. 1 and 2), with widths of
5–20 km and lengths of 100–300 km. Throughout this manuscript, we call the primary band in southern Wyoming and northern Colorado the **major band** and the other narrower bands **minor bands**.

The major band produced over 4 mm (0.16 in.) of liquid equivalent precipitation in the 6 h ending 0000 UTC 17 February (Fig. 3a), which included up to 71 mm (2.8 in.) of snow in parts of Fort Collins (Fig. 4). At the Colorado State University Department of Atmospheric Science in western Fort Collins, the first author observed a transition from graupel to heavy snow and witnessed extremely icy roads throughout Fort Collins. Precipitation from the minor bands is also evident in eastern Wyoming and western Nebraska in Fig. 3a.

Meanwhile, severe downslope winds along the Front Range of the Rocky Mountains (Fig. 4) exceeded 45 m s⁻¹ at the surface in some areas, with 24-h snowfall totals reaching 45.7 cm (18 in.) in the mountains. This combination of wind and snow produced low visibility and the threat of avalanches in the mountains, closing Interstate 70 for much of the Presidents’ Day holiday weekend, which is typically one of the busiest weekends of the year for Colorado’s ski resorts (*The Denver Post*, 18 February 2007).

Although the snow and wind in the mountains were well forecast by numerical weather prediction models and by human forecasters at the National Weather Service, the banded convection and snowfall on the plains in Wyoming, Colorado, and Nebraska was largely unpredicted by both models and humans. For example, the National Centers for Environmental Prediction’s (NCEP) North American Mesoscale (NAM) operational model did not provide any indication that precipitation would fall over the plains of Wyoming, Colorado, and Nebraska (Fig. 3b). The NAM uses the Nonhydrostatic Mesoscale Model version of the Weather Research and Forecasting modeling system (WRF-NMM: Janjić et al. 2010).

Furthermore, the zone forecast issued at 1140 UTC from the National Weather Service office in Cheyenne, Wyoming, included a 20% chance of rain and snow for Cheyenne, and the forecast issued at 1141 UTC from the Denver–Boulder, Colorado, office for the Fort Collins
area included a 20% chance of rain showers in the afternoon. As the convection began to develop, these probabilities were increased by the forecasters at these offices to a 40% chance of rain and snow for Cheyenne and a 30% chance of rain showers, snow showers, and thunderstorms in Fort Collins.

The purpose of this paper is to understand the processes that led to the development of convection and to its organization into bands of two sizes (major and minor). The remainder of this article is organized as follows. In section 2 of this article, observations of the 16–17 February 2007 snowband event are presented, highlighting the environmental conditions leading to the banded convection. Section 3 presents the results of high-resolution numerical simulations of the event. A discussion of our findings in relation to past work on banded convection and topographic circulations is presented in section 4, and the article concludes with section 5.

2. Observations of the 16–17 February 2007 convective bands

In this section, observations and analyses from several sources are used to investigate the atmospheric conditions prior to and during the development of the banded convection. Gridded surface and upper-air analyses, which are used as a proxy for observations, come from the NAM 6-hourly analyses, which have a horizontal grid spacing of 12 km. Precipitation fields come from the NCEP stage IV multisensor product, which combines precipitation observations from rain gauges and radar-estimated precipitation (Lin and Mitchell 2005) and is produced on a 4-km horizontal grid. Point values of precipitation come directly from rain gauge measurements, some of which were obtained from the Community Collaborative Rain, Hail, and Snow Network (CoCoRaHS; information online at http://www.cocorahs.org). Radar imagery comes from composites from individual radars in the NWS Weather Surveillance Radar-1988 Doppler (WSR-88D) network and reflects the highest value of reflectivity in the vertical column. These every-15-min composites, produced by the WSI Corporation, are called the National Operational Weather radar (NOWrad) product and have a horizontal grid spacing of 2 km. The additional case studies shown in section 4 also include data from Rapid Update Cycle (RUC; Benjamin et al. 2004) hourly analyses and from individual WSR-88Ds.

a. Overview

About 6 h prior to the development of the convective snowbands (1200 UTC 16 February 2007), the upper-level synoptic-scale flow consisted of a ridge over the eastern Pacific Ocean and a trough over the eastern United States (Fig. 5). Two 250-hPa jets with wind speeds exceeding 85 m s$^{-1}$ were present: a primarily zonal jet across the southeastern United States and a northwest-oriented jet over the northwest United States (Fig. 5). The exit region of the northwesterly jet was located over northern Colorado, and was moving toward the southeast over Colorado during the day on 16 February (not shown). At the surface (Fig. 6a), a 995-hPa cyclone was centered over western North Dakota, with a warm front extending equatorward, and cold fronts extending westward and northwestward, from the low pressure center. West of the warm front, a lee trough was present along the Front Range of the Rockies in Colorado and New Mexico. At midlevels, there were strong winds (in excess of 30 m s$^{-1}$) to the west of the developing cyclone (Fig. 6b), and there were regions of negative absolute vorticity [i.e., inertial instability; Knox (2003, p. 1007)] near and downstream of the mountains in Colorado and Wyoming. Another mesoscale region of inertial instability was located within strong anticyclonic shear and curvature on the poleward side of the cyclone in southern Saskatchewan, Canada (Fig. 6b).

During the day, the cyclone moved southeastward, with the warm front intensifying and moving eastward over the Great Plains by 1800 UTC, and the cold fronts moving equatorward (Fig. 6c). The midlevel jet also moved southeastward such that there continued to be strong anticyclonic shear and negative absolute vorticity poleward of the developing cyclone and near the high terrain (Fig. 6d). The inertially unstable region on the
poleward side of the cyclone was also still present in eastern Montana and southwestern South Dakota by 1800 UTC (Fig. 6d). The persistence of this mesoscale region of inertial instability contrasts with the statement by Holton (2004, p. 206) that the occurrence of inertial instability should be expected to immediately result in the release of that instability through lateral mixing.

b. Ingredients for convection

The environment in which the bands developed can be considered in terms of the three necessary ingredients for deep moist convection: lift, instability, and moisture (e.g., Johns and Doswell 1992). The primary low-level forcing for ascent was frontogenesis along a strengthening cold front, which moved equatorward across Colorado during the afternoon (Fig. 7). At 1800 UTC 16 February (Figs. 7a–c), a loosely organized area of precipitation associated with this baroclinic zone was located in northeast Colorado, and some narrow convective bands ~10-km wide were developing in southeast Wyoming and northwest Nebraska. The front and precipitation moved equatorward over the next 6 h, rotating into a more northwest–southeast orientation (Figs. 7d–f). The narrow bands previously in southeast Wyoming had consolidated into the major band while new narrow bands (the minor bands) began to form in Nebraska and southeast Wyoming by 0000 UTC (Fig. 7d). The bands in Nebraska were associated with a second baroclinic zone and region of frontogenesis that was rotating around the southeastward-moving cyclone (Figs. 7d and 7e). After this equatorward movement and rotation, the major band became quasi-stationary, even as the low-level frontogenesis that was apparently the feature responsible for its organization passed equatorward (Figs. 1c, 1e, and 7e). By 0000 UTC 17 February, both the near-surface and elevated frontogenesis maxima were south of most of the major band, although the 700-hPa frontogenesis maximum was collocated with the southeastern end of the major band (Figs. 7d–f).

The other two ingredients for the development of convection are instability and moisture. At 1800 UTC 16 February, a region of large lapse rates and relatively high water vapor mixing ratio (not shown) was located in northeast Colorado near the surface front. These features, along with further destabilization by daytime surface heating of about 5°C, resulted in values of the most unstable convective available potential energy (MUCAPE) exceeding 500 J kg\(^{-1}\) (Fig. 7b) in some areas. Thus, conditionally unstable air was present in southern Wyoming, northeastern Colorado, and northern Nebraska during the time of convection initiation.

Although the NAM analysis at 1800 UTC showed MUCAPE values greater than 500 J kg\(^{-1}\), the 6-h NAM forecast valid at this time had substantially smaller values of MUCAPE (not shown). The underprediction of CAPE in the NAM forecast was associated with substantial
errors in the low- and midlevel temperature and moisture fields. In the region where the bands developed, forecast near-surface temperatures were generally 1°–2°C too low, and near-surface dewpoints were 1°–5°C too low (Fig. 8). Above 500 hPa, forecast temperatures were too high, whereas dewpoints were underpredicted to the east of the Continental Divide but overpredicted farther west (Fig. 8). The underprediction of moisture and instability may partially explain why the NAM failed to predict precipitation in eastern Wyoming and Colorado (Fig. 3). A full diagnosis of the reasons for the temperature and moisture errors in the NAM is beyond the scope of this study, but it is possible that the boundary layer parameterization, the land surface model, or both, were responsible for reduced fluxes of heat and moisture in the boundary layer.

FIG. 6. (a),(c) Barnes objective surface analysis (Koch et al. 1983), showing pressure adjusted to sea level (solid contours every 4 hPa), surface temperature (gray dashed contours every 4°C), and station model [conventional, with temperature (°C) in black and dewpoint (°C) in gray]. Fronts are shown in the conventional symbols; frontal locations were manually analyzed and are approximate. (b),(d) NAM analyses of 750-hPa geopotential height (thick contours every 60 m), winds (short barb represents 2.5 m s⁻¹, long barb represents 5 m s⁻¹, pennant represents 25 m s⁻¹), and absolute vorticity (10⁻⁵ s⁻¹, shaded). Times shown are (a),(b) 1200 and (c),(d) 1800 UTC 16 Feb 2007.
The region of instability and moisture continued to move equatorward during the day. By 0000 UTC, MUCAPE had decreased substantially but was still positive in much of Wyoming and parts of the Colorado and Nebraska (Fig. 7e) as both the major and minor convective bands persisted.

c. Possible physical mechanisms for banded convection

Two forms of banded convection were observed in this case: the major and minor bands. Given these two types of banding, what physical mechanisms could be responsible for their initiation, organization, and maintenance?

As demonstrated above, the major band was likely initiated by ascent on the warm side of a maximum of frontogenesis in the presence of MUCAPE, indicating sufficient moisture and instability for convection. This band did not follow the movement of the near-surface frontogenesis and MUCAPE maximum equatorward, however. The band instead remained stationary in northern Colorado, where it was more closely aligned with frontogenesis at 700 hPa.

The reasons for the development of the minor convective bands, their organization, and their maintenance are not entirely clear. The minor bands developed within weaker frontogenesis and less CAPE than the major band, and they were generally shorter lived than the major band. Two possible explanations for such narrow-banded convection (e.g., Parsons and Hobbs 1983) include gravity waves (e.g., Uccellini and Koch 1987) and horizontal convective rolls (e.g., Weckwerth et al. 1997; Schultz et al. 2004). The lack of regular spacing for the bands and the alignment of the bands parallel to the wind shear and the thermal wind suggest that gravity waves are an unlikely candidate. Similarly, the lack of regular spacing and the depth and intensity of the convection suggest that horizontal convective rolls were not responsible for the banding either.

Idealized numerical modeling studies by Xu (1992) have shown that frontogenesis in the presence of negative moist potential vorticity can produce banded precipitation. Negative moist potential vorticity is an indication of moist symmetric instability when the atmosphere is conditionally and inertially stable [Bennetts and Hoskins 1979; Emanuel 1983a,b; and as reviewed by Schultz and...
Schumacher (1999). The bands in this case, however, developed in a generally unsaturated synoptic and mesoscale environment (Fig. 9)—like the banding case discussed by Schultz and Knox (2007) but unlike the banding that occurs in the saturated comma-cloud heads of extratropical cyclones (e.g., Novak et al. 2004, 2006, 2009). Consequently, moist symmetric instability is an unlikely candidate for the bands in this present case.

Several studies have identified banded convection that forms within conditionally unstable upslope flow (e.g., Cosma et al. 2002; Kirshbaum and Durrant 2005a,b; Kirshbaum et al. 2007a,b). These studies examined the atmospheric characteristics upstream of topography, and the role of the topography itself, in initiating and organizing these bands. The appearance of the bands in radar imagery in our case is similar to images shown by Kirshbaum and Durrant (2005a), but there are two important differences. First, the bands on 16–17 February occurred well downstream of the topography over lower terrain, whereas Cosma et al. (2002) and Kirshbaum and Durrant (2005a,b) examined bands that occurred in primarily upslope flow. Second, the mesoscale environment where the bands formed in this case was generally unsaturated (Fig. 9), whereas the soundings for the upstream environment used by Cosma et al. (2002) and Kirshbaum and Durrant (2005a) were nearly saturated at low levels. As a result, it is unclear whether the processes leading to the banding are the same between these cases.

In addition to the presence of conditional instability, the location of this event on the anticyclonic-shear side of an upper-level jet suggests that inertial and dry symmetric instabilities may also have been present. Absolute vorticity, when negative, indicates inertial instability, and potential vorticity, when negative and the atmosphere is inertially and gravitationally stable, indicates dry symmetric instability (e.g., Hoskins 1974). In this event, widespread dry symmetric instability at low to midlevels, with smaller areas of inertial instability, were present (Figs. 6b, 6d, 7c, 7f, and 10). Upper-level inertial instability has been argued to increase the intensity of convective systems by enhancing outflow aloft (Blanchard et al. 1998), and Schultz and Knox (2007) have suggested that the release of inertial instability may cause convection to organize into narrow bands.

The presence of these instabilities can be attributed to a midlevel jet streak that moved southeastward throughout the day, and to the nearly well-mixed, baroclinic boundary layer (Fig. 10; e.g., Davis 1997). Dry symmetric instability was present throughout the regions where bands would develop, whereas inertial instability was limited to smaller areas near the mountains in Colorado (Figs. 6b, 6d, and 10a). The largest magnitudes of negative absolute vorticity appeared to be located near and downstream of the particularly high mountain ranges: the Front Range in Colorado, and the Big Horn and Teton Ranges in northern Wyoming, where the flow appears to have been partially blocked and formed a dipole of vorticity (Fig. 6d; e.g., Rotunno et al. 1999). However, the NAM analyses likely have insufficient resolution to fully resolve these flow features. There also appeared to be larger-scale flow splitting around the Rocky Mountains—with westerly winds throughout Wyoming.

![Figure 8](image1.png)

**Fig. 8.** Vertical cross section showing errors in the 6-h NAM forecast of temperature (contoured every 1 K, with the zero contour omitted and negative contours dashed) and dewpoint (shaded in K), valid at 1800 UTC 16 Feb 2007. The location of the cross section is shown by the line C–C′ in Fig. 7d. Errors are calculated relative to the 1800 UTC NAM analysis.

![Figure 9](image2.png)

**Fig. 9.** Skew T–log ρ diagram at Fort Collins from the NAM analysis at 1800 UTC.
turning to a northwesterly direction in western Nebraska and northeastern Colorado—which contributed to the anticyclonic horizontal shear in the regions where the bands developed.

The bands formed in areas where nearly vertical isotropes were intersecting the ground and moving with a component toward higher terrain (Fig. 10). After the major and minor bands formed, some localized regions of reduced wind speed and negative absolute vorticity were analyzed in the NAM up to about 600 hPa; the snowbands were located on the anticyclonic-shear side of these inertially unstable regions (Fig. 10). Thus, convection was likely caused by low-level frontogenetical lifting in an environment downstream of mountains that had conditional and dry symmetric instabilities and, in some areas, inertial instability (Figs. 7 and 10).

The presence of these instabilities does not necessarily imply that they were released during this event, or that they were important to the organization and maintenance of the banded convection. The specific effects of the terrain are also unclear. Furthermore, the small scale on which the bands occurred, and the inability of the operational NAM forecast to predict them, raises the question of whether a model with higher resolution that explicitly predicts convection may provide a better forecast of these bands. With these issues in mind, we use high-resolution numerical simulations to explore in more depth the processes that led to the development and maintenance of the observed banded snowfall.

3. Simulations

To address the formation mechanisms in more detail, convection-permitting simulations of this case were performed. Section 3a describes the configuration of the model and the details of the numerical experiments, section 3b describes the results of the simulations, and section 3c discusses the processes that may have been involved in the formation, organization, and persistence of the simulated bands.

a. Model configuration

Version 2.2 of the Advanced Research version of the WRF model (WRF-ARW; Skamarock et al. 2008) was run at convection-permitting resolutions to simulate the 16–17 February 2007 event. In the set of simulations presented herein, the model was initialized at 1200 UTC 16 February 2007 and integrated for 12 h. NAM model analyses with 40-km horizontal grid spacing were used to initialize the model and for lateral boundary conditions at 12-h intervals. The vertical grid consisted of 48 levels and was stretched such that its finest grid spacing (about 100 m) was inserted boundary layer and gradually became coarser with height to a maximum grid spacing of about 1.5 km near the model top at about 20 km. The simulations presented herein take advantage of a two-way nested-grid configuration and included simulations with two, three, and four domains (Fig. 11). The innermost domain had a horizontal grid spacing of 1 km. The parameterization schemes used and other details of the model configuration are shown in Table 1, as are the parameterization schemes that were used in the operational NAM forecast discussed previously.
b. Simulated environmental conditions and band development

The first simulation that was performed used the two largest of the four domains in Fig. 11 and Table 1. This simulation is referred to as 9 KM because the grid with the finest resolution in this run had a horizontal grid spacing of 9 km. The 9 KM simulation produced precipitation in eastern Wyoming, western Nebraska, and northeastern Colorado that had both a cellular and banded appearance (Fig. 12a). This run improved on the operational NAM forecast by predicting precipitation in the general area where it was observed (whereas the NAM forecast had none; Fig. 3b). Thus, it appears that the NAM’s inability to predict precipitation was not solely related to resolution, as the NAM and the 9 KM simulation had similar grid spacing (9 versus 12 km). The 9 KM run, which included both parameterized and explicitly predicted precipitation, had some suggestion of precipitation bands but did not have the distinct banded structures that were observed.

The next simulation added a third domain, with horizontal grid spacing of 3 km. Hereinafter, this simulation will be referred to as 3 KM. The 3 KM simulation, with only explicit convection, succeeded in producing precipitation bands similar in appearance to the observed bands; however, the location and timing were incorrect (Figs. 13a, 13d, and 13g), similar to what has been found in other convection-permitting simulations (e.g., Roebber et al. 2004; Kain et al. 2008; Weisman et al. 2008; Lean et al. 2008; Schwartz et al. 2009).

At 1800 UTC, the simulated precipitation field was generally similar to that in the observations, with the loosely organized precipitation that would become part of the major band along the Colorado–Nebraska border (Fig. 13a). The simulated precipitation and the low-level frontogenesis maximum were located slightly north of the corresponding features in the observations (cf. Figs. 13a–c and 7a–c). Between 1800 and 2100 UTC, several narrow bands also developed in southern Wyoming–northern Colorado and in Nebraska, similar to the observed minor bands (Fig. 7d). The minor bands in the model were too slow to develop; whereas the bands had formed by 1715 UTC in the observations, they did not develop until between 1900 and 2000 UTC in the model. The major band was also not as intense or as long lived in the simulation as it was in the observations. Three hours later at 0000 UTC, the modeled major band had moved equatorward and westward, and a series of bands of different widths and lengths remained over Wyoming and Colorado (Fig. 13g). As in the observations and the NAM analysis, the primary near-surface frontogenesis maximum moved equatorward through the day and was located south of the banded convection by 0000 UTC (Figs. 13e and 13h). A northwest–southeast-oriented region of 850-hPa frontogenesis did remain in southeastern Wyoming and northern Colorado, however (Fig. 13h). Some narrow regions of frontogenesis, especially at the 700-hPa level (Figs. 13c, 13f, and 13i), were also present.

Fig. 11. Locations of model domains. The horizontal grid spacing is 27 km on domain 1, 9 km on domain 2, 3 km on domain 3, and 1 km on domain 4.

Table 1. Design of the WRF-ARW version 2.2 numerical model experiments, compared to the configuration of the operational NAM. Multiple entries indicate different configurations for domains 1–4. See Fig. 11 for domain locations. Technical descriptions of the parameterizations are available online in Skamarock et al. (2008).

<table>
<thead>
<tr>
<th>Setting</th>
<th>WRF-ARW</th>
<th>Operational NAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal grid spacing (km)</td>
<td>27.0, 9.0, 3.0, 1.0</td>
<td>12</td>
</tr>
<tr>
<td>Vertical levels</td>
<td>48, 48, 48, 48</td>
<td>60</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>162, 54, 18, 6</td>
<td>27</td>
</tr>
<tr>
<td>Initial and boundary conditions</td>
<td>40-km NAM</td>
<td>NAM</td>
</tr>
<tr>
<td>Boundary layer</td>
<td>Yonsei University</td>
<td>Mellor–Yamada–Janjić</td>
</tr>
<tr>
<td>Surface layer</td>
<td>Monin–Obukhov</td>
<td>Janjić Eta Model Ferrier</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Thompson et al. (2008)</td>
<td></td>
</tr>
<tr>
<td>Land surface</td>
<td>Noah</td>
<td>Noah GFDL</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>Dudhia (1989)</td>
<td>GFDL</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>Rapid radiative transfer</td>
<td>Sixth-order monotonic (Knievel et al. 2007)</td>
</tr>
<tr>
<td>Diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scalar advection</td>
<td>Positive definite</td>
<td>Positive definite</td>
</tr>
</tbody>
</table>
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These may have been partly caused by flow around topography and by the convective bands themselves, hypotheses that will be analyzed further in the next subsection.

Overall, the simulated precipitation in this run improved greatly on the NAM forecast by indicating the potential for banded convective precipitation on the plains (cf. Figs. 12b and 3b). The results of this simulation, despite its errors in the timing and placement of the bands, demonstrate that a numerical model was able to provide a reasonable representation of both types of banded convection (major and minor bands) and was able to improve upon the operational forecast without requiring assimilation of mesoscale data. Thus, given the formation of both the major band and the minor bands, our simulation can be employed to explore the physical processes in this event, with a larger aim of understanding how such bands develop in nature.

c. Ingredients for simulated snowbands

In this section, we diagnose the ingredients for banded convection in the 16–17 February 2007 event from the 3 KM model simulation and compare our results to the NAM-analyzed environmental conditions in sections 2b and 2c. The simulation provided a realistic representation of the cold front and associated frontogenesis (cf. Figs. 7 and 13). Similar to what was shown in the NAM, there was positive MUCAPE in most of the region where the simulated bands formed, with values over 200 J kg\(^{-1}\) in some areas (Figs. 13b, 13e, and 13h). However, the values of MUCAPE were somewhat smaller than in the NAM analysis, which may explain the slightly delayed onset of convection in our simulation compared with the observations. There was relatively dry air at all levels, with steep lapse rates below about 625 hPa (cf. Figs. 9 and 14).

Because of the higher temporal and spatial resolutions of this simulation in comparison with the NAM, the detailed structure of the flow near the mountains can be examined to determine how it may have affected the development and organization of the snowbands. At 1800 UTC, the midlevel jet was moving southeastward to the east of the high terrain, and a widespread region of negative potential vorticity was present on its anticyclonic-shear flank (Figs. 15a and 15b). The regions of negative absolute vorticity were slightly narrower in the simulation in comparison to the analysis, but they appeared in similar locations (cf. Figs. 15b and 6d). These elongated inertially unstable regions, in some cases with absolute vorticity maxima alongside them, were located directly downstream of mountain ranges (Fig. 15b) where the wind speed was reduced (Fig. 15a). The decrease in wind speed in the wake of an obstacle creates strong horizontal shear and a corresponding couplet of vorticity and potential vorticity (Rotunno et al. 1999). These features are often referred to as PV banners, and they have been detected downstream of the Alps (e.g., Schär et al. 2003; Jiang et al. 2003; Grubišić 2004; Flamant et al. 2004). In run 3 KM, they were most prominent downstream of the Big Horn Mountains in Wyoming and the Black Hills (Figs. 15c and 15d), but they also occurred downstream of other areas of elevated terrain. The shearing deformation associated with these banners may have also led to some of

---

**Fig. 12.** As in Fig. 3, but for the simulated precipitation from model runs (a) 9 KM and (b) 3 KM.
the narrow regions of elevated frontogenesis that are apparent in eastern Wyoming, eastern Colorado, and western Nebraska in Figs. 13c, 13f, and 13i.

Additional regions of inertial instability also developed in association with both frontal lifting and with the convection itself. One particular such region can be seen in western Nebraska at 2100 UTC (Figs. 13d–f and 15c,d). This formation of inertial instability results from the lifting of low-momentum air near the surface to a level where winds are stronger, creating a deficit of momentum and strong horizontal gradients in the wind speed (e.g., Holt and Thorpe 1991; Blanchard et al. 1998; Novak et al. 2008). Inertial instability develops on the anticyclonic-shear edge of this wind speed gradient (Fig. 15c and 15d). This process is also similar to the development of storm-scale PV dipoles on the edges of convective updrafts that has been discussed by Chagnon and Gray (2009). The creation of this horizontal wind speed gradient and corresponding inertial instability was also present on a slightly larger spatial scale in the NAM analysis (Fig. 10b) and will be shown in the model output in more detail in the next subsection.
The vertical structure of the atmosphere in the region where the bands developed was also similar to that in the analysis (not shown). Both the major and minor convective bands developed within the baroclinic, nearly well-mixed boundary layer where widespread dry symmetric instability was present and smaller areas of inertial instability existed. Positive CAPE, which was maximized at the surface, was also present across the areas where the bands formed (Figs. 13b, 13e, and 13h).

d. Detailed analysis of the development and evolution of the simulated bands

In this section, we examine the development and evolution of one of the convective bands in simulation 3 KM in more detail: the long-lived band in southeast Wyoming and northern Colorado marked as band 1 in Fig. 13d. Although not shown explicitly in Fig. 13, the band that was located in southeastern Wyoming at 1800 UTC (Fig. 13a) moved southeastward out of that area between 1800 and 2100 UTC, and band 1 was a new band that developed after 2000 UTC.

Band 1 was initiated within a region of positive CAPE that was generally maximized at the surface, although elevated CAPE (i.e., CAPE for parcels originating above the boundary layer) was also present (Fig. 16). The air was dry near the surface (e.g., Fig. 14), but there was a near-saturated layer at approximately 700 hPa (Fig. 16) where precursor clouds developed (not shown). These clouds, and the banded convection, formed within areas of frontogenetical lifting along steeply sloped isentropes (Figs. 17a and 17b). Prior to the initiation of band 1 at 2000 UTC, there was widespread dry symmetric instability at low levels on the western flank of the midlevel jet (Fig. 17a), with a region of negative absolute vorticity extending up to nearly 500 hPa (at \(x = 35−45\) km in Fig. 17a). This deep region of inertial instability was associated with a vorticity banner that extended downstream from the Big Horn Mountains in Wyoming (Fig. 15). There were two maxima in frontogenesis: one at the surface (at \(x = 25−35\) km in Fig. 17a) and one above the surface to the northeast of the surface maximum (at \(x = 35−45\) km). The surface frontogenesis had corresponding ascent (at \(x = 25−30\) km in Fig. 16a), but there was no precipitation associated with this ascent. Between 2000 and 2100 UTC, the surface-based frontogenesis moved westward along the surface baroclinic zone, whereas the elevated frontogenesis maximum grew and strengthened slightly (Fig. 17b). Between 2100 and 2200 UTC, convection was initiated above the elevated frontogenesis and along the low-momentum edge of the vorticity banner (Figs. 16c and 17c). Snow began to reach the ground at this time, and the convective band intensified further between 2200 and 2300 UTC (Figs. 16d and 17d).

To determine the properties of the air that rose in the convective band, backward parcel trajectories were calculated. Eleven parcels that were located within band 1 at 2300 UTC at 550 hPa (the level where the updraft was maximized; Fig. 16d) were selected, and trajectories were calculated back 3 h to 2000 UTC. These parcels all approached from the northwest, within the strong northwesterly flow (Fig. 18). The parcels all originated below 600 hPa, with most originating between 800 and 650 hPa (Fig. 19a). Along the parcels’ paths, there was both surface-based CAPE and an elevated maximum of CAPE for parcels between 700 and 600 hPa (Fig. 19a). As the parcels progressed toward the southeast, they entered a region of elevated frontogenesis (Figs. 19a and 19b), which is the same region of frontogenesis that was apparent in the across-band plane in Fig. 17. With both CAPE and lift present in this location, the parcels rose and released the instability (Fig. 19b). These trajectories also suggest that even though surface-based CAPE was present, it was in fact elevated air that rose in the banded convection. This is consistent with the results discussed in the previous paragraph and shown in Fig. 16, that convection did not develop in association with the surface-based frontogenesis and CAPE, but did with the elevated frontogenesis and CAPE. It is possible that this was a result of the low relative humidity near the surface, such that the surface-maximized frontogenesis was unable to lift parcels to saturation, but elevated parcels...
As the bands and their associated latent heat release intensified, frontogenesis increased further because of increased lower-tropospheric convergence into the band (Figs. 17c and 17d), a result consistent with the idealized numerical simulations of Thorpe and Emanuel (1985) and the case study simulations of Novak et al. (2009). Also, the convection altered the absolute vorticity and the potential vorticity (e.g., Raymond and Jiang 1990; Chagnon and Gray 2009). Within the convective circulations, the negative absolute vorticity (inertial instability) was neutralized, suggesting that the release of this instability may have played a role in the organization of the convection into bands. On the edges of the bands, however, new regions of strongly negative potential vorticity and absolute vorticity were formed and extended above 450 hPa as low-momentum air was transported upward (Fig. 17d), similar to the processes discussed by Holt and Thorpe (1991), Blanchard et al. (1998), Novak et al. (2008), and Chagnon and Gray (2009).

In summary, the detailed picture painted by the results in this section, along with the larger-scale view presented previously using both the NAM analyses and
Fig. 16. Vertical cross sections across band 1 in southeastern WY along line D–D’ shown in Fig. 13g from simulation 3 KM. Fields shown are CAPE of a parcel lifted from each level (J kg\(^{-1}\), shaded), relative humidity with respect to water (thin dashed contours every 10% above 50%), snow mixing ratio (the 0.1 g kg\(^{-1}\) contour is shown in thick solid), and pressure vertical velocity (dPa s\(^{-1}\), thick dashed contours with negative values contoured every 10 dPa s\(^{-1}\) starting at -10 dPa s\(^{-1}\)). Times shown are (a) 2000, (b) 2100, (c) 2200, and (d) 2300 UTC 16 Feb 2007. Values have been averaged across 10 grid points (30 km) on either side of the line shown in Fig. 13g.
Fig. 17. Vertical cross sections across band 1 in southeastern WY along line D–D’ shown in Fig. 13g from simulation 3 KM. Fields contoured are potential temperature (thin solid contours every 2 K), potential vorticity (negative values shaded in PVU), absolute vorticity (negative values contoured in thin dashed lines every $2.5 \times 10^{-4} \text{ s}^{-1}$), frontogenesis (thick dashed lines every 5 K (100 km)$^{-1}$ h$^{-1}$ above 5), and wind speed (thick solid contours at 25, 30, and 35 m s$^{-1}$ to emphasize the location of the midlevel jet). Times shown are (a) 2000, (b) 2100, (c) 2200, and (d) 2300 UTC 16 Feb 2007. Values have been averaged across 10 grid points (30 km) on either side of the line shown in Fig. 13g.
which will be termed run 1 KM. More detail in the structure of the bands was present in run 1 KM than in 3 KM, and there were differences in the locations of some of the bands, but the essential features of the minor bands were captured (cf. Figs. 20a,b and 13d,g). At 2100 UTC, the bands in 1 KM appeared similar to those in the coarser-resolution runs (cf. Figs. 20a and 13d), but by 0000 UTC the most prominent snowband in 1 KM was located somewhat west of that in 3 KM (cf. Figs. 20b and 13g). There was also more cellular structure to the convection over the mountains in 1 KM, as well as the appearance of some even narrower bands than were present in 3 KM. This result represents a slight improvement in the position of the simulated band in relation to the observations, although the essential aspects of the two simulations are similar. These findings of only moderate improvement of simulations at increasing resolution in going from 3–4-km grid spacing to 1–2-km grid spacing are similar to other studies that have examined the effects of model resolution on convection (e.g., Bryan et al. 2003; Kain et al. 2008; Schwartz et al. 2009).

4. Discussion

In section 4a, we compare the 16–17 February 2007 event to other similar events in the western United States and in the previous literature, indicating a common synoptic pattern for such banded convective snowbands along the Front Range of the Rocky Mountains. These results motivate a comparison to previously developed conceptual models that is presented in section 4b, specifically to banding in northeast U.S. cyclones and orographic precipitation bands. Section 4c compares our findings to past research on vorticity banners, and section 4d discusses challenges associated with numerically predicting convective snowbands.

a. Comparison to other cases of banded convection

After we began studying this event, we began to see other wintertime banded convective events in the western United States that were similar to this case. In particular, two additional cases also occurred on the anticyclonic-shear side of a midlevel jet streak that had a combination of both a wide band and narrow convective bands. The first case occurred on 30 November–1 December 2008 in eastern Colorado on 30 November (Figs. 21a–c) and one in southern Wyoming, western Nebraska, and eastern Colorado on 1 December (Figs. 21d–f). The second case took place in southern Montana on 12 January 2009 (Figs. 21g–i). The synoptic-scale conditions for both of these cases were similar to the
Fig. 19. Vertical cross sections along band 1 in southeastern WY, along line E–E′ shown in Fig. 18 from simulation 3 KM. Fields shown are the CAPE of a parcel lifted from each level (J kg\(^{-1}\), shaded), frontogenesis [thin dashed lines every 5 K (100 km)\(^{-1}\) above 5], and snow mixing ratio (the 0.1 g kg\(^{-1}\) contour is shown in thick dashed). Also shown are the vertical representations of the backward parcel trajectories shown in Fig. 18. (a) The contoured fields at 2130 UTC, with the parcel paths from 2000 to 2130 UTC, and (b) the fields at 2300 UTC with the parcel paths from 2130 to 2300 UTC. Open arrowheads represent the starting points of the trajectories; closed triangles represent the ending points. Values have been averaged across two grid points (6 km) on either side of the line shown in Fig. 18.
16–17 February case (cf. Fig. 21 with Figs. 7 and 10), with a strong north-northwesterly upper-tropospheric jet (not shown) and an associated midlevel jet streak just east of the banded convection (Figs. 21b, 21e, and 21h). In all of these cases, negative potential vorticity was present at the location of the bands (according to the RUC analyses), and negative absolute vorticity was present either at or very near the band location. None of these bands occurred in regions with mesoscale saturation; however, MUCAPE was present in the RUC analyses either at or near the location where the bands developed (not shown).

Other instances of banded convection in environments with conditional, symmetric, and inertial instabilities have been documented in the literature, but rarely. Schultz and Knox (2007, their section 7) noted only the studies by Jascourt et al. (1988), Knox and Hoggatt (1996), and Schultz and Knox (2007) over the course of three decades. On the other hand, the event on 16–17 February 2007 frequently resembles other comparable events. Consequently, convective snowbands downwind of the Rocky Mountains in the presence of conditional, dry symmetric, and inertial instabilities seem to be common; indeed, at least three events in 3 yr were observed without performing a formal climatology of such bands. Davis (1997) also showed a case of banded snowfall near the Front Range under similar synoptic and mesoscale conditions. Thus, this synoptic pattern appears to be favorable for snowbands in the lee of the Rocky Mountains. Despite this favorable environment (anticyclonic-shear side of a strong midlevel jet) for the release of multiple instabilities, and for the development of vorticity banners, how often banded convection develops in such environments is as yet unknown.

b. Comparison to other conceptual models of precipitation bands

We compare the results of these studies to two other types of banding that have been described in the literature. The first is that of banding in the comma heads of extratropical cyclones in the northeast U.S. cyclones documented by Novak et al. (2004, 2006, 2008, 2009). The banding in these events occurs in a region of large-scale saturation, where conditional instability, moist symmetric instability, and inertial instability may also be present (Novak et al. 2010). In fact, about 30% of banded cases possessed conditional instability before the band formed. Whereas the stronger banded cases in Novak et al. (2010) occur in large-scale saturated air in the comma head, the weaker bands discussed in this article occur in large-scale subsaturation.

The second is that of banding over or downstream of mountains documented by Cosma et al. (2002), Kirshbaum and Durran (2005a,b), and Kirshbaum et al. (2007a,b). These studies show that banding occurs when dry circulations initiated by upstream topography in a conditionally unstable environment produce banded convection. Whereas Kirshbaum et al. (2007a) use an initial sounding that is nearly saturated at all levels, the environment in our event is initially unsaturated at all levels. In addition, Cosma et al. (2002) and Kirshbaum et al. (2007a) examine primarily upslope flow conditions, whereas strong downslope flow occurs in our event. Also, the environment of the bands for the studies by Cosma et al. (2002) and Kirshbaum et al. (2007a) is characterized only by conditional instability, not by moist symmetric, dry symmetric, or inertial instabilities.
nor by the presence of frontogenetical forcing and other baroclinic effects. Thus, although the mountains appear to influence the production of circulations in both our case and that of Kirshbaum et al. (2007a), the cases differ in their stability. How the presence or absence of different instabilities affects the organization, maintenance, and longevity of the bands has not yet been addressed systematically.

c. Comparison to other research on vorticity banners

Several studies based on field observations from the Mesoscale Alpine Programme (MAP) confirmed the existence of PV banners over the Mediterranean Sea downstream of the Alps (e.g., Schär et al. 2003; Jiang et al. 2003; Grubišić 2004; Flamant et al. 2004). These banners sometimes had clouds associated with them (Jiang et al. 2003) but were apparently not associated with precipitation. In fact, Schär et al. (2003) suggested that these banners were primarily deformational, rather than convergent, and therefore were not likely to have strong vertical motions with them. The 16–17 February 2007 event, as well as the other similar events noted in section 4a and the case of Andretta and Geerts (2010), suggests that there may indeed be precipitation associated with
some PV banners, when they exist in an environment that also includes frontogenetical forcing and conditional and symmetric instabilities.

d. Numerical prediction of convective snowbands

The major band that developed on 16–17 February 2007 produced several centimeters of snow that was generally unpredicted and led to adverse conditions, and thus understanding how to improve forecasts of such events is not merely an academic exercise. As was discussed in the introduction, the operational NAM model was unable to give any indication of banded convection in its forecast. Yet the NAM analyses at the same resolution showed most of the flow features, including vorticity banners downstream of topography, that are thought to have been important in this event. Furthermore, a model (WRF-ARW) using different model physics but the same initial conditions, and with explicitly predicted convection at higher resolution, was able to provide a greatly improved forecast of the observed bands. Even at similar resolution (9-km grid spacing), the WRF-ARW predicted some precipitation, though its structure was not completely realistic. It was shown in Fig. 8 that errors in the NAM’s low- and midlevel temperature and moisture fields may have been partly to blame for the lack of precipitation in its forecast. A series of additional simulations on the 9-km grid were performed, testing the sensitivity to parameterizations of cumulus convection, boundary layer processes, and microphysics (not shown). Although there were differences in the specific locations and amounts of precipitation among these runs, they were all generally similar to one another and to run 9 KM (Fig. 12a), and all represented an improvement on the NAM forecast. Although a systematic examination of the differences between these forecasts is beyond the scope of this study, further investigation of this and other similar cases may yield clues for how to improve forecasts of precipitation from banded convection.

5. Conclusions

A case with quasi-stationary banded convection producing heavy snow downstream of the Front Range of the Rocky Mountains was investigated through an examination of the observations and convection-permitting numerical simulations. Neither operational weather forecast models nor human forecasters predicted this event. A WRF-ARW simulation with different model physics but the same initial conditions as the model that failed to produce the bands in real time (the NAM) provided a greatly improved forecast of the banded snowfall.

The precipitation bands developed on the anticyclonic side of a midlevel jet streak, in a region with conditional instability (as indicated by positive CAPE), negative potential vorticity (i.e., dry symmetric instability), and negative absolute vorticity (i.e., inertial instability). Near-surface frontogenesis along an equatorward-moving surface cold front, as well as an elevated frontogenesis maximum, provided the ascent for the major convective band. The minor bands were formed within weaker frontogenesis along nearly vertical isentropes that had an upslope component of motion. Numerical simulations showed that the individual convective bands formed in the presence of CAPE on the anticyclonic-shear edge of regions containing inertial instability, dry symmetric instability, or both. These regions of negative absolute and potential vorticity appeared to be similar to previously documented PV banners that originated from elevated terrain upstream. The convective circulations themselves then altered the vorticity field as well, causing narrow regions of inertial instability aloft. Two other similar events over the western United States provide evidence that similar synoptic patterns may underlie these types of banded convection.

The unusual and unpredicted banded convection in this case, and its relationship to the other similar cases discussed in this paper, provides motivation for further study of snowbands near complex terrain and in conditionally, symmetrically, and inertially unstable environments. How the atmosphere responds when more than one of these instabilities are released and how their release may lead to the observed organization into bands both remain unknown. The effects of strong horizontal shear on convection has not been explored either. Furthermore, the role of terrain gradients in initiating and maintaining the convection, and the ways in which baroclinic zones interact with this terrain, have not been explored. Sensitivity simulations in which various terrain features are altered or removed to reveal their importance are under way and will be presented in a future manuscript. Additionally, idealized numerical experiments with conditionally, symmetrically, and inertially unstable initial conditions (e.g., Blanchard et al. 1998), and in which topography is included, may lead us closer to understanding these complex phenomena.
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